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This paper presents an anaphora analysis system that was an entry for the
Dialog 2014 anaphora analysis competition. The system is based on ABBYY
Compreno linguistic technologies. For some of the tasks of this competition
we used basic features of the Compreno technology, while others required
building new rules and mechanisms or making adjustments to the existing
ones. Below we briefly describe the mechanisms (both basic and new) that
were used in our system for this competition.
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Introduction

The main task of the ABBYY Compreno system is to convert the input text into
a semantic structure that is a tree where nodes are concepts and arcs are relations
between these concepts. For details see [1] and [4].

At the early stage of the analysis process the structure of a sentence is repre-
sented as a syntactic tree. The syntactic analysis of the input text is complete, i.e.
every item of the input text takes some syntactic slot of some parent.

Then the syntactic tree is augmented with non-tree links. While tree links en-
code syntactic dominance, non-tree links capture conjunction, pronominal anaphora,
PRO control, and other non-local dependencies between nodes.

Further follows the transition from syntactic to semantic structure. During this
process every parent-child arc in the tree is interpreted, and each node gets a semantic
role related to its parent. The switch from syntactic slots to semantic roles is possible
because each lexeme has a diathesis description—a list of correspondences between
the syntactic slots that can connect to it and their semantic roles. During this transi-
tion the nodes that were bound with a non-tree link are replaced with their control-
lers. Let us consider an example:

(1a) Inputtext
Manvuuk 0an 0esouke ceoe 1010KO.
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(1b)  Syntactic tree without non-tree links

ManbuMK £Subject: "manbuKk: manedwr: BOY"

Aan tverb: pate

AEeBDYKe tObject_Dative: "geeouka: geeodka: GIRL"
CBOE fPossessorPremod: cEOM
abnoko t0Object_Direct: atnoko

Fig. 1. Syntactic tree without non-tree links

(1c) Semantic tree with non-tree links

ManbumK Agent: "MANEYMEIMANEUHK BOY" = = = - - - - - - - - -
Aan Predicate: "gate: gate: TO_GIVE" E
ABBOUKE Possessor: "Aesodka geeodka: GIRL" E
cBOE Possessor: "ManedMi: Manbyme: BOy" ---"r
abnoko Object: "afnoko: abnoko: APPLE"

Fig. 2. Semantic tree with non-tree links
In (1c, fig. 2) the node ceoe is replaced with its non-tree controller manbuux
which takes a semantic role of Possessor. If a controller or pronoun parent belonged

to some other lexical class, its semantic role could be different. For example:

(2a) Input text
Manvuuk 3Haem cgoezo 8paza.

(2b)  Syntactic tree without non-tree links

ManbuHK $Subject: "ManbdME: ManbUKe BOY"
aFHaeT tverb: "sHaTh sHATE: TO_KMNOW"

CEOEID fPossessorPremod: cEoM
Epara £0Object_Direct: "epar: EMEMY"

Fig. 3. Syntactic tree without non-tree links
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(2¢) Semantic tree with non-tree links

ManbuMWK Experiencer: "ManbUME: ManbUbk BOY" = = = = = = = .
2HaeT Predicate: "sHaTb:aHaTh: TO_KMNOW" E
CEOEro Ohject: "ManbYKE: Mansdm9e: BOY" -"
Bpara COhbject: "epar: EMEMY"

Fig. 4. Semantic tree with non-tree links

In (2) one can see that the same non-tree link as in (1) (between a Subject and
a reflexive pronoun) results in a different semantic relation between the controlled
node and its parent (semantic role of Object). This happens because when the con-
trolled node is replaced with its controller, the semantic role is chosen depending
on the lexical classes of both the controller and the node's parent. If more than one
semantic role is possible for a given pair of items all of the possibilities are estimated
and the best of them is chosen.

This mechanism of choosing semantic roles for the controlled node also helps
us choose the most convenient controller for a given node, as demonstrated below.

1. Anaphora

1.1. Pronominal anaphora

One of the types of non-tree links in the Compreno system is pronominal anaphora.
Pronominal anaphora resolution is an existing feature of the system, and therefore
we did not have to build any special mechanisms for the purposes of the competition.

The pronominal anaphora rules are triggered if the system finds certain pro-
nouns in the input text. Among such pronouns are: oH, 0Hd, OHO, OHU, S, Mbl, MbL, 8bL,
cebs, ceoll, Opye dpyza, makogoil and some others. Each pronominal anaphora rule
consists of the following components:

3

¢ list of pronouns that trigger the rule

* description of possible paths (via syntactic slots) from a possible controller
to a pronoun

* description of possible properties of a controller

* arule of agreement between a controller and a pronoun

* linear direction of the link (whether controller is to the left of the pronoun
or to the right)

e value of the link
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For example in (1) the appropriate rule chooses the Subject node as a controller be-
cause there is no path from the Dative object in this rule and there is a path from the Subject.

A description of possible properties of a controller is used to exclude control-
lers that are obviously impossible, for example such non-referential noun phrases
as 8 2014 200y, 8 mpakmopucmul, ¢ Moell MouKuU 3peHUsl, 8 0OHOCMOPOHHeM nopsoke,
no e2o mpe6o8aHuo etc.

In unambiguous examples like Manwsuux itob6um desouxy. Ona kpacugasi. the appro-
priate rule will choose desouky as a controller due to the agreement rule which says that
in this anaphora rule a controller must have the same gender and number as a pronoun.

Now let us take an ambiguous example:

(4a) Input text
Manvuuk nro6um amom 0oM—OH e20 CMpPOoUL.

At the early stage of the analysis process we have a syntactic tree as follows:

(4b)  Syntactic tree without non-tree links

Manbuuk $Subject: "mancumi: maneyme BOY"

nwobut fWerb: "nonTe: NOWTE: LOVE"

aroT fDemonstrative: "atoT: #demonstrative_pronouns: DEMONSTRATIVE"
Aom $0bject_Direct: gom

0OH $Subject: oH

ero $0bject_Direct: an

cTpoun tSpecificationClause_Dash: ctponTe

Fig. 5. Syntactic tree without non-tree links

Then, as the pronouns (oH, ez0) are found in the text, the anaphora rules are trig-
gered and produce following links:

(4c) link1:
Proform "on"; ProformParent"cTpouts'; ProformSlot Object_Direct; Control-
ler "mom"
link 2:
Proform "on"; ProformParent"cTpouts'; ProformSlot Object_Direct; Control-
ler "ManbunK"
link 3:
Proform "ox"; ProformParent"cTpouTs'; ProformSlot Subject; Controller
"ManbYuK"
link 4:
Proform "oH"; ProformParent"cTpouts'; ProformSlot Subject; Controller "nom"

Then all possible sets of the non-tree links are formed (in every set, for one pro-
noun there is no more than one controller, which means that a pronoun may not have



Anaphora Analysis based on ABBYY Compreno Linguistic Technologies

a controller) and for each set the system seeks to replace a pronoun with its controller
and choose a semantic role for it. It gives us a set of possible syntactic structures with
replaced pronouns. These structures are ranked depending on the semantic compat-
ibilities of all the items in given semantic roles (for details on the semantic compatibil-
ity and its evaluation see [4]). The best structure is chosen as a result of the analysis.

(4d) Semantic tree with non-tree links

Manbuuk EXperisncer: "Manbuni ManeUmi BOY" = e e e e e e e cccccccccmcccccccooonononaa N
nobut Predicate: "N0OHTE NOGHTE: LOYE" E
artor Ch_Rreference_Demonstrative: "ator: #demonstrative_pronouns: DEMONSTRATIVE" E
AoM Ohject: "A0M:ADMIHOUSE" == = = @ @ e e e e e e e e e e e e e e e e e mmmmmmm - - - .:_‘
'
oH Agent: "MANBUMK:MAMBUMKIBOY" == == smesasesccsssesesase=s=s P
'
ero Object_CreationDastruction: "aom:A0M HOUSE' < ==== === =c-e-e-ocmeaax= ‘
cTpoWna Specification_Clause: "cTponTe: cTpOHTE: TO_BUILD"

Fig. 6. Semantic tree with non-tree links

In (4d, fig.6) one can see that the pronoun o is replaced with its controller mazs-
yux, which takes the semantic role of Agent. In its turn, the pronoun ezo is replaced
with its controller dom, which takes the semantic role of Object_CreationDestruction.

That is how semantic compatibility between possible controllers and pronoun
parents helps us in anaphora resolution.

1.2. Relative anaphora

Another type of non-tree links that is used in the Compreno system and was in-
cluded in our competition links set is relative anaphora. By this term we mean a link
between a noun phrase and a relative pronoun of a relative clause governed by this
noun phrase like in example Manwsuuk, komopbstil npuuue.

Links of this type are also drawn by special rules which have almost the same
components as in (3) except that relative pronouns, unlike personal pronouns, must al-
ways be controlled, i.e. if for a given relative pronoun a controller is not found, then the
whole structure is considered invalid. In semantic structure relative pronouns are also
replaced with their controllers and choose appropriate semantic roles, which also helps
choose the best controller among possible candidates relying on semantic compatibility.

Of course, a range of possible controllers in this case is much narrower than
in the previous one, because a controller of a relative pronoun must govern its relative
clause, and this information is stored in a corresponding rule as a description of pos-
sible paths between a controller and a pronoun. But even relative anaphora may have
ambiguous cases, such as:

(5a) Input text
Manvuuk gudum uzpyuKy 0e804UKU, KOMOpas NPUWLA.
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In (5a) for disambiguation the system should recognize that a girl is more likely
to be able to walk than a toy. And this information can be obtained only from the se-
mantic compatibility between a controller and pronoun parent. So for this sentence
the semantic tree looks as follows:

(5b) Semantic tree with non-tree links

Manbuuk Experiencer: "ManbyHk: ManbdHe: BOY"

BUANT Predicate:; "engeTe:emgeTte: TO_SEE"

WUrpylKy Ohject: "mrpywea:nrpywka: TOY"

AeBOYKH Possessor: "ageBodKa AeBOHKaIGIRL" - - - - === =-= === = - == ~
KOTOpasa Agent: "nepoukaifesodra GIRL" 4"
npywna ParticipleRelativeClause: "mprATi kT TO_WALK"

Fig. 7. Semantic tree with non-tree links

In (5b, fig. 7) relative pronoun komopas is replaced with its controller desouxa,
which takes a semantic role of Agent. The structure where uepywxka takes some se-
mantic role of npuiimu was also considered, but was dismissed as having lower value.

2. Coreference

As challenging as it is, pronominal anaphora nevertheless represents only a lim-
ited subclass of the reference phenomena. Full-scale coreference resolution requires
the ability to connect two separate nouns or noun phrases that refer to the same entity.
The task gets especially complicated if the noun phrases in question have no string
overlap at all, like Obama and president (compare Barack Obama and Obama, which
is a relatively simple case)—a problem known as the ‘opaque mentions’ [3].

We regularly face this and other coreference-related issues in our ongoing work
on named entity recognition (NER) and fact extraction. Relying on this experience,
we are inclined to view coreference resolution as a subtask of entity recognition and
identification in the broader sense of the word.

Even though the gold standard collection issued by the organizers did feature
some examples of coreference between objects that could not be defined as named
entities, these samples were relatively few. An overwhelming majority of coreferents
tend to represent some kind of separate entity, either named or at least distinct and
identifiable. Moreover, in most cases it was one of the ‘big three’ of NER—a person,
a location or an organization. Therefore our approach mainly consisted in adjusting
a set of ready-made entity extraction and identification rules to this particular task
of coreference resolution. Nevertheless, some particular subtypes of coreference that
could not be covered by the existing rules forced us to implement several new mecha-
nisms, most notably a tool for graph-based semantic similarity measure that is de-
scribed in the last section of this paper.
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2.1. Candidate extraction

Two main stages of the process in our case are traditional for coreference resolu-
tion (see [2] for example), and include a) collecting all the probable candidates and b)
filtering out those that do not seem to corefer with any other candidates. During the
first stage we attempt to extract all the objects that could be identified as entities. Our
entity extraction rules are generally based on the results of the ABBYY Compreno anal-
ysis and make use of the diverse linguistic information it provides (semantic classes,
syntactic slots, semantic roles and many more, see [1] for details). The sets of rules vary
for different types of entities. Here is a brief description of the core heuristics:

2.1.1. Person extraction

The task of person extraction in our system is subdivided into two major sub-
tasks: detection of a person in a text and correct recognition of its attributes, i.e. name,
surname, middle name and other parts of a proper name, if they are present. Extrac-
tion of attributes is essential for further identification of different textual instances
as one person, as will be shown in the next sections.

The most obvious and straightforward way to locate a person in a text is by look-
ing for a known personal proper name with capitalization. However, this simplistic
approach alone rarely yields tolerable results, especially in terms of recall. First of all,
even the most exhaustive databases cannot claim to have all the possible names and
surnames, inevitably forcing a researcher to deal with the unknown ones. Secondly,
there are many ambiguous names (Bob, Virginia, Cnasa), and even ones that lack am-
biguity as such can still be used as proper names for entities other than human indi-
viduals (napoxod «HMean dedoposuu KpyseHwmepH», pecmopaH «[TywxuH»). Thirdly,
a person can be referred to by a non-capitalized common noun/noun phrase (mazns-
UK, MYHCUUHA, KOCMOHABM, 221a8a 20CydApcmaa, state senator).

The first problem—when a personal name is absent from the dictionary—can be ad-
dressed via syntacticand/or semantic structure. Forinstance, if a particular node of a parse
tree has been labelled as an “UNKNOWN_BEING”, we might try and look at the semantics
of its parent. If the upper node turns out to be a name of a profession, a rank, an honorific
or a nobiliary particle, chances are high that the node in question is a surname.

(6a) Input text
A 3awen k kanumary Xapzyoy.

(6b)  Semantic tree with syntactic slots

51 3awen K KanuTany Xapryay. "#NonexclamatoryClause:DECLARATIVE_MAIN_CLAUSE", ID=1

sawen $Verb, Predicate: "saima:aafmniTO_VISIT", ID=2

L] $Subject, Agent: "#pronoun_personal: #pronoun_personal:PRONOUN_BEING”, ID=0
ranuTany $Adjunct_FinalPoint, Locative_FinalPoint: "kanuran:CAPTAIN_OF", ID=5

K $Preposition: "k: #preposition: PREPOSITION”, ID=3

Xapryay $Modifier_Appositive, Classifier_Name: "#unknown_cyuecrso: UNKNOWN_BEING", ID=7

Fig. 8. Semantic tree with syntactic slots
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Other personal markers include date of birth (lesxbmeonsy, 1989 2.p.), bracketed
constructions with foreign words (Kxuey ITopu (Khieu Porn) cman xcepmaotil caoux
3emanskos) or locations (Buk Yaiino (Poccusi)—I1 mecmo), certain verbs with strict se-
lectional restrictions (sceHumbcs, c6aMamMsbcsa).

The issue of name ambiguity can be partially resolved by taking into account quotation
marks and syntactic structure, which in some cases are determined by a particular meaning
of an otherwise ambiguous proper name. Broader context might be helpful as well.

Addressing the third difficulty, when a referent of a person is a common name
or a name phrase with no capitalization (prime minister), is particularly important for
coreference resolution. However, at the stage of detection such cases pose little trou-
ble—we basically mark any lexeme that fits semantically to define a person, is singu-
lar and complies with several other grammatical restrictions (so prime minister would
fit and be extracted, as well as a cosmonaut or a girl).

As for the second subtask, the correct extraction of attributes (i.e. name parts) re-
lies heavily on the common standards of writing down personal names. For instance,
if we encounter a single initial followed by a capitalized word, the latter is usually
a surname. Generally a complex personal name in our system is represented as a sub-
tree with a surname or an initial as the top node. Its children might be a first name, sev-
eral middle names or a patronymic, as well as initials or a part of a complex surname.

2.1.2. Organization & location extraction

The organization extraction rules fall into two main categories. Rules of the first
category focus on keywords in the name of an organization itself and extract rela-
tively straightforward mentions like komnanus Toepyc or OAO «Pomawxa» or Cobham
ltd. They also deal with instances of enterprises and government bodies that are al-
ready known to the system by name.

Rules of the second category extract more obscurely-named organizations and rely
on the context—mainly semantic classes and syntactic slots, but semantic roles are used
sometimes as well. For instance, a rule that handles examples like On ygonuncs uz Om-
cxanexmpo or He resigned from RTRT looks for a node with a semantic class “TO_RETIRE”
and then creates an organization on its child provided that the latter has the semantic role
of Locative_InitialPoint and is capitalized. Another rule that deals with corporate acquisi-
tions (Yahoo bought Tumblr) requires a node with a semantic class “TO_ACQUIRE” with
an Object in quotation marks among its children, while another child in the role of Pos-
sessor should not be a person (to exclude examples like Vasya bought Sony Play Station).

Proper names of the extracted organizations are stored as their ‘identifier’ attri-
butes. Later on they are used at the identification stage.

Location extraction is based on the same principles. Keywords (cmpaha, 20pod,
o03epo, bay, -city, creek etc.) and sets of known proper names serve as the most reliable
features, while previously unknown entities are derived with help of syntactic-seman-
tic patterns. There are also additional stop-productions within the rules that do not
allow the extraction of a known location in case it is used as a proper name for some
other kind of named entities (kage Bombeti).

The set of entities that are subject to extraction is not limited to these three types
and includes a broad range of information objects from military aircraft to laws.
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In these cases the general approach is quite similar to the one described above (while
the exact properties of the extracted objects are, of course, different).

2.2.Identification and filtering

The first stage of the whole process can be described as a recall-oriented one, yield-
ing a vast amount of referring expressions for further filtration. During the second stage
the collected entities go through the identification process. The items identified as refer-
ring to one real-life object remain and form a coreference chain together, while the ones
left without a pair are sifted out. This process determines the overall precision of the
system, at the inevitable cost of decreasing the recall whenever an identification failure
occurs. The identification rules rely chiefly on the attributes extracted during the entity
extraction process. Following is a brief description of these rules for various entity types:

2.2.1. Person identification

The backbone of the identification of human-like entities is the intersection of at-
tributes (name parts). For each pair of extracted persons the attributes are compared
one by one, and if there is enough intersection and no contradictions, the objects can
be merged. The discrepancy in gender prevents merging, so in case like Migaros nosy-
yun 3apnaamy. Mearosa pada the entities will not be merged, whereas the two men-
tions of the same surname in Meanog nosyuun 3apnaamy. Mearoga obysinia padocms
will be identified as relating to one person (this example demonstrated the advan-
tages that complete syntactic-semantic analysis brings to coreference resolution).

Another way of person identification is via syntactic patterns combined with
semantic restrictions. For instance, if a certain node with a person object attached
to it has a nominal complement, we attach a special auxiliary link from the object
to that complement. Then, if the same lexeme as in complement occurs elsewhere
in the text, a second person is going to be extracted and the two person objects will
merge due to that special link. Consider an example:

(7a)  BvopHOaneH—seaukuil buamaorucm. CnopmcmeH nokasan
sblcuuil kaacce Ha oaumnuade 8 Couu. BuamaoHucma makozo
YDOBHSA HeJb3S1 CNUCLIBAMD CO cuemos U nocaie 40 nem.

In the first place our extraction rules locate three entities—bsopHdanien, buamaonucm
and the second 6uam.iorucm. The two mentions of 6uamsionucm are then merged into one
person on the grounds of having similar semantic class, and after that the syntactic struc-
ture of the first sentence is used to identify 6uamsonucm with the surname BsopHdoazen’.

! Since the organizers of the contest chose not to consider coreference between a subject

and its nominal complement, we did not connect them either. The described mechanism,
nevertheless, was still used to identify and merge entities in the broader context. So in this
particular case our coreference chain would show the connection between Bvoprdasien and
6uamaoxucm from the third sentence, but no visible link between the surname and the first
6uamaorucm in the complement slot.
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In order to extract the entire coreference chain from the last example one also has
to identify buamaonucm/BbvopHoaneH with cnopmcmen. Fortunately, possession of an ex-
tensive semantic hierarchy allows us to do just that by incorporating certain WordNet-
style graph-based metrics of semantic similarity into the identification process. In this
particular case by traversing the hierarchical tree we find out that cnopmcmen is the
direct hypernym of 6uamaonucm and thus probably refers to the same person.

2.2.2. Organization and location identification

Organizations and locations are usually merged on the basis of their identifiers’ (i.e.
proper names) intersection. In addition to that there is a semantic similarity rule analo-
gous to the one in person identification that was described above. Such a rule would
merge Pockocmoc and kormopa or PocHedhms and kommanus in the following examples:

(8a) Pockocmoc 3anycmun koHKypeHma Google Maps. ['ocydapcmeeHHas
KOHMOPpa jice, U 0eHb2aAMU HAJI020NAMENbUUKO08 paboma onaaueHd.

(9a) PocHedpmb Modicem NOLyUUMb KOHMPOIb HAO 8CeMU A3PONOPMAMU
Kupzusuu. Poccuiickass KOMNAHUsA n0ONUCAna memopaHoym o npuobpemeHuu
He meHee 51 % OAO «MexncdyHapoOHblil asponopm MaHac».

The identification will be possible because both Poche¢pms and Pockocmoc are
present in the semantic hierarchy and their semantic classes descend from these of the
words komnanus and koHmopa.

2.3. Adjustments for uncategorized entities

As has been mentioned before, the task of coreference resolution is not exactly
limited to the identification of certain entities like individuals or organizations.
In some cases coreferring expressions represent a real-life object that does not fall
into any major entity category, and yet it is certainly supposed to be extracted.

A considerable share of such cases is constituted by demonstrative pronouns appear-
ing as determiners (1owads—ama Kas4a; Npu3pak—mom cambiii 0603AUBUWUTICS HA He20
dyx; annapam—amo ycmpoticmeo). The resolution of this kind of coreference obviously
requires some sort of semantic similarity data. As in case with common-noun persons,
we use graph-based method. The idea behind this method is simple up-and-down tree tra-
versal of the semantic hierarchy that yields synonyms as well as direct and indirect hypo/
hypernyms. Whenever a demonstrative pronoun with a noun parent is encountered, the
system launches a tree traversal procedure and the previous context is searched for a se-
mantically similar noun. Here is an example from the test corpus of the competition:

(10a) A nomHro 3ameuamenbHblil ANU300, K020d OHA NOXBACMANACL HAM
¢ Bosodeil YepHsesvim (oM cetluac ycnewHo pabomaem e meampe y FOpus
Jiobumosa) kakum-mo 0opo2um 00eK0JIOHOM, KOMOPbLil OHA npuobpeaa
0151 M0100020 cynpyad. Mbl nonpocuau noHoxams smom napgdrom.
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The semantic class of mapprom (“PERFUMES”, which also includes napgrome-
pus) is the direct ancestor of the semantic class of odekosnon (“EAU-DE-COLOGNE”),
which enables us to unite the two objects. The relative pronoun xkomopstii is replaced
by its controller odexo.ion and attached to the coreference chain as well.

G- OINTMENT

- PERFUMES

: napdgromepun
napgiom

(- LIQUID_SCENT

£ EAU-DE-COLOGNE

oO0eRONOH

[1- PERFUMES_BY_BRAND
G- BOSS_ORANGE
[ ULRIC_DE_VARENS

[ PIGMENT

Fig. 9. A segment of the semantic hierarchy

Another example from the test corpus:

(11a) Ckopo yacacHyio KASUY, CIOBHO COEHCABULYHO C HCUB0OEPHU YBUIAIU
u Opyeue 3apumenu. JI0OU CMEANUCH, YOUBAANUCH, CNPAWUUBANL,
Hezooosanu. Kak mozna nonacms ctooa ama a1ouwaos?

In this case two coreferents a) evidently represent an unnamed entity and b) are
stylistic synonyms rather than hypo-hypernyms. In our semantic hierarchy the lexical
classes iowads and ksaua exist within the same semantic class, and therefore the rule
relying on demonstrative pronouns and semantic similarity applies to them as well.

= HORSELIKE

- NOWAGHHBIE

[+ DONKEY

[#- HINNY

= HORSE

- KOHHBIR

[ nowagb

[+ craKyH

- KnAYa

[ AMBLER

[#- BROOD_MARE

[+ CARRIAGE_HORSE
[# CHARGER_HORSE
[ COLT_AS_YOUNG_STALLION

Fig. 10. A segment of the semantic hierarchy

Our experiments with the gold standard showed that this particular rule has
very limited effect on the overall performance of the system, because the gain in re-
call is almost negated by the loss in precision, leaving F-measure increased by no more
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than a few per mille. But that can be explained by inconsistencies in the corpus markup
(many legitimate cases of coreference with demonstratives were left unmarked by the
contest organizers) and relative scarcity of such cases in the provided texts.

Unfortunately, our attempts to use this sort of semantic similarity methods
on a broader scope did not prove successful, yielding too many false positive hits.
However, it is acknowledged that most of the attempts to detect such ‘opaque men-
tions’ (i.e. with no string overlapping of nouns) tend to decrease precision signifi-
cantly more than improve recall [3].

Another crude recall-oriented adjustment is simply the extraction of all the nodes
with capitalized lexemes (except for those in the beginning of a sentence, of course)
as well as lexemes and expressions in quotes. Each of them received two identifiers,
alemma of a given lexeme and the original word form that appeared in the text. Thus
an information object Haybecm in naypeam Haybecma has two identifiers—normal-
ized Haybecm and original Haybecma, which in one case helped us to identify two
coreferents despite the normalization failure. At the identification stage such can-
didates were compared to each other and merged in cases of identifiers matching.
Of course this adjustment is limited to unknown entities only and does not apply
to persons or organizations.

Conclusion

Our approach to anaphora and coreference resolution has an obvious bias to-
wards deep linguistic analysis (rather than the use of statistics and machine learning)
and can be described as rule- or model-based. Such approaches are known to be rela-
tively labour-intensive and have their limitations. However, the use of deep semantic
data allows our system to perform well in many challenging cases like ambiguous
examples of pronominal anaphora or ‘opaque mentions’ of coreferring expressions.
Linguistic information also enables us to avoid such typical false positives as individu-
als with similar surnames but different gender.

We evaluated our system’s anaphora resolution on a part of the training corpus.
Since there were some inconsistencies in the gold standard, we double-checked all
the discrepancies manually, so that the result was not lowered by the correct pairs de-
tected by the system but absent from the training markup. This semi-automatic evalu-
ation showed the F-measure of 0,644. We chose not to evaluate coreference resolution
ourselves due to lack of agreement on evaluation metrics in this particular field (since
whole chains are supposed to be evaluated rather than just pairs). It is expected that
by the time this paper is published the organizers will have revealed the results of the
independent evaluation.
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